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Executive summary 

In the CIPSEC project D4.2 aims at the identification of gaps between D4.1, which describes the planning of the 
tests to be carried out in the three pilots upon the deployment of the tools, and D4.3 which will provide the test 
reports. Therefore D4.2 keeps track of the changes that had to be performed during the execution of the tests.  

This report documents the configuration of the deployed solutions per pilot. It is shown and documented that 
each deployed solution works correctly and is able to communicate with the framework.  

Furthermore, this report presents all changes to the test specifications of the integrated products and services 
(the complete security framework) for the three pilots that will be developed and deployed for the validation trials.  

In D4.2 the final list of tests is reported, composed of: 

¶ Tests described in D4.1 that did not undergo changes in their specification. 

¶ Tests described in D4.1 that have some changes in their specification. 

¶ New tests that did not exist at the conclusion of T4.1 (D4.1) and were identified as relevant and 
necessary, being documented in D4.2 following the same methodology presented in D4.1. 

Furthermore, the applicability of the current framework to productive environments has been established and 
some improvements have been identified and proposed. 
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1 Introduction 

1.1 Purpose of the document 

D4.2 aims to close the gap between D4.1 in which the initial tests for the CIPSEC framework were specified and 
D4.3 in which the final results of the test execution were presented. D4.2 keeps track of changes that had to be 
performed during test execution and also shows solutions to possible issues identified by the operators, as well 
as proposed improvements to the CIPSEC framework to enable a productive usage. 

1.2 Relation to other work of the project 

Input to D4.2 is document D4.1 which specifies the tests for the framework. D4.3 will be based on the results of 
D4.1 and D4.2. 

This document is directly linked to the process of testing the framework. 

The document updates the deployments in the pilots presented in D3.5, D3.6 and D3.7. 

 

1.3 Structure of the document 

This deliverable is structured in the following way: 

¶ Section 1 provides general information about the document, where it is located in the structure of the 
project and how it is interconnected with other tasks. 

¶ Section 2 describes specifications of the overall methodology that lies behind D4.2. 

¶ Section 3 deals with the specification of the trials. This means that for each of the three trials and their 
chosen tests an analysis of derivations between the initial test specification and the executed test 
specification is performed. It is also shown if additional tests were required due to insufficient coverage 
of the initial tests. 

¶ Section 4 shows findings by the pilot providers that were identified during the implementation and 
execution of the framework and the tests and afterwards according solutions to improve the framework 
for later productive usage. 

¶ Section 5 concludes the document and gives an overview of the results obtained. 

¶ Section 6 is a compilation of the referenced documents. 
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2 Specification Methodology 
This document describes the first physical deployment of the CIPSEC framework to the three CIPSEC pilots. The 
deployment of the framework is directly supported over the specification of the setup and the test cases as initially 
reported in deliverable D4.1. Using these test specifications as the basis, task T4.2 prepared the three pilots for 
the actual execution of the tests that will subsequently be reported in deliverable D4.3. Deliverable D4.2 
systematically describes (a) the set of preliminary communication tests along with (b) any adjustments (compared 
to D4.1) proposed to the test cases that the pilots carried out before the actual testing is executed in task T4.3. 
Furthermore, any possible deployment obstacles encountered during the setting up of the CIPSEC framework 
and performing the communication tests are reported along with defining the requisite mitigation actions. In this 
context, task T4.2 elaborated the essential framework based on which D4.2 details the following set of 
progressive activities. 

- Firstly, the pilot providers detail the setup available in their labs or as actual infrastructure that is being 
used for conducting the testing. If there have been changes to the pilot infrastructure since the reporting 
of WP3, the changes are reported in the respective validation setup sections. In general, over Section 3, 
the pilot providers are in charge of documenting the setups and configuration of their pilot to make it 
ready for the test execution. 

- After the successful preparation of the test sites by the pilot providers, the respective test leaders are 
responsible for ensuring that the defined tests are meaningful and executable. Otherwise, the required 
adaption of the test specification is documented in this deliverable. 

- All participants of the test execution preparation have to describe, how the tools included in the three 
deployments have been configured prior to the tests. The setup and configuration of those tools has to 
be described to ensure that the tests can be reproduced. In this way, the provided screenshots have 
been compiled to document the configuration of the CIPSEC framework so that the communications 
among the components are working as intended in the three pilots. The screenshots already show that 
the CIPSEC framework is able to run in an operating critical infrastructure, detect possible attacks, and 
report it to the CIPSEC dashboard. 

- To prepare the pilots for the test execution, remote sessions and/or on-site meetings at the pilotôs 
premises were performed with staff of the pilots and the solution providers involved. During task T4.2, 
for each pilot, the solutions were deployed one-by-one in the pilotôs testbed and activated in order to 
show that the solutions work and the necessary communications are established. Additionally, the trial 
deployment is used to test whether the manuals provided by the solution providers are sufficient to deploy 
and configure the framework for the pilots. Also, the required physical and virtual access (in terms of 
remote connections) to the pilot for the solution providers is tested.  

- Finally, coming back to the list of tests described in D4.1, any change with respect to the planned test in 
comparison to the original specification in deliverable D4.1 is reported. In addition, if insufficient test 
coverage is identified and additional tests are added to the list of deliverable D4.1, this has to be specified 
following the same methodology and template used in the deliverable. 

Overall, during task T4.2, the preparatory and planning activities to support the adaption of the pilot environments 
were conducted. Also, the progress in test execution, and the necessary changes of the test specifications were 
tracked by the task leader. These results are reported in this document. 

During deployment of the solutions and the execution of the tests, the participants and especially the pilot 
providers kept an eye on the market readiness of the framework. The first physical application of CIPSEC during 
task T4.2 can be seen as a trial deployment of the framework in a real CI. Staff of both, critical infrastructures 
and CIPSEC solution providers are present and ensure that the framework works properly. During the trial 
deployment process, possible obstacles can be identified, to be addressed and mitigated for the final framework 
during the remainder of the project. This means that any finding that could influence a successful usage of the 
framework in productive environments of CIs should be documented by the pilot providers. Afterwards, the 
providers of the solution that is associated with this finding should try to find a possible solution to the obstacle 
in cooperation with the pilot providers. The solution is documented and its implementation described, even if it is 
too time consuming or expensive to be implemented during the project runtime. At least a realistic solution should 
be outlined, which will be applied to overcome the previously identified obstacle. An example for such a finding 
is the required online connectivity of most solutions in order to get updates, which is not feasible in most CIs as 
they are isolated environments that are not connected to the Internet. This could be tackled by the BD Patch 
Service, which will support the initial update of an infrastructure specific update server via USB or DVD and will 
posteriorly distribute the required data to all machines in the system. 
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3 Specifications for the trials 

This section will provide information about the settings that have been implemented in each trial and the identified 
gaps during execution of tests from D4.1. In each trial subsection the differences between the current setup of 
the pilot and the initial one described during WP3 are presented. Afterwards, the configuration of the solutions in 
each pilot are described, together with the validation of their communications. 

Finally, the tests from D4.1 are revised and changes to the details of the test specification are reported. In cases 
in which insufficient test coverage has been identified (e.g. due to not covered components) the new tests are 
added. 

3.1 Trial Specifications for DB Pilot 

The general topology of the network elements has not changed since the description in D3.5, which is shown in 
the figure below. 
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Figure 1. DB pilot deployment. General topology 

 

The only occurred change is the addition of another host to the technology center, which hosts the Gravity Zone 
Server. 
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3.1.1 General Validation Setup 

Regarding the settings of the ATOS NIDS and CyberAgent, ATOS VM installed locally on DB testbed has two 
network interfaces. The first one, called eth1 is used by the Cyberagent to send events to the XL-SIEM. The 
second one, called eth0, is the one used by the NIDS sensor. It receives all the traffic flowing in the network. With 
this configuration, the pilot has to configure their switch to provide one network interface in mirror mode. This is 
because very often switches filter the traffic going through one interface just with the packets targeting that 
interface. Switches can be configured to use one interface as mirror, sending all the traffic to the network. With 
that interface in mirror mode, the NIDS sensor will receive all the traffic and will detect events that will be sent to 
the XL-SIEM. This is depicted in the figure below. 

 

 

Figure 2. Promiscuous mode for the NIDS sensor to detect events 

 

To configure the promiscuous mode, the configuration file existing in /etc/network/interface can be modified as 
follows: 

auto eth0 

iface eth0 inet manual 

up ifconfig $IFACE 192.168.1.100 up 

up ip link set $IFACE promisc on 

down ip link set $IFACE promisc off 

down ifconfig $IFACE down 

Also, it can be done in the configuration of the virtualbox, as depicted below (encircled in red the option in the 
combo menu that actually activates de promiscuous mode): 
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Figure 3. Activating the promiscuous mode for ATOS VM containing NIDS and Agent 

 

The figure below shows the event raised by the XL-SIEM with respect to the IDS sensor working fine and sniffing 
traffic from the network and sending it to the XL-SIEM through the agent, also working fine. 
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Figure 4. Reception of DB events due to ATOS NIDS sensors 

 

This is also a requirement for HCPB and CSI pilots. 

Regarding the Hardware Security Module  role in the testbed, initially UOP sent DB the HSM manual that included 
functionality and CLI commands for the HSM hardware components but also instructions on the installation and 
operation of the HSM software component (to be installed on a Host device). This action was performed in an 
effort to provide to the DB pilot a full description of the HSM functionality along with possible restrictions and let 
DB identify the exact HSM operations suited for the DB pilot.  

Then, DB and UOP held discussions on the best approach in order to conduct the experiment foreseen in D4.1. 
DB identified the inability of installing software components to its pilot devices and an alternative route to perform 
the foreseen test was agreed between DB and UoP. The final version of the agreed experiment was that the 
HSM integrates the KISA module functionality by collecting RaSTA protocol traffic over IP from the rest of the 
pilot system and encrypting it as well as including message integrity before transmitting through the DB pilotôs 
network to another HSM (acting as a KISA module receiver) where it will be decrypted, and its integrity validated.  

In practice, in the experiment an end to end encryption and integrity process is performed between HSM devices. 
However, the HSM as was implemented in the CIPSEC project does not collect input from Ethernet 
communication channels but rather from USB serial channels. To bypass this problem, it was agreed that a 
bridge/proxy device was to be included in the experiment. This bridge device would collect Ethernet traffic from 
the external environment of the pilot (any device that employs the RaSTA protocol) and forward it through USB 
to the HSM hardware component. Similarly, the HSM outputs (eg. encrypted traffic) will be sent through USB to 
the bridge device and then be forwarded to any IP network remote entity (through ethernet). UoP and DB agreed 
that such a bridge device could be an embedded system device and a Raspberry Pi was chosen for this purpose.  

To realize the correct security functionalities needed by the DB pilot (ie encryption and message integrity) UoP 
implemented on bridge device an appropriate proxy server to collect IP network (UDP based) traffic and execute 
an HSM CLI script (implemented by UoP) that using this traffic produced the needed security functionality. The 
test was conducted in two phases, a preparatory phase and a deployment phase. In the preparatory phase, al 
the functionalities were implemented in the UoP premises. In this phase, the hardware and software components 
described above where implemented and a test client traffic generator was also designed in order to simulate the 
actual DB Ethernet traffic. DB provided for this test a traffic dump file from actual traffic happening in the DB 
testing facility. The actual deployment phase was performed in the DB premises and involved two proxy+HSM 
systems (ie. 2 Raspberry Pis and 2 HSMs). In this phase UoP realized in the DB pilot an end to end secure 
communication between a sender and receiver DB pilot device that used the RaSTA protocol. In parallel to 
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forwarding traffic to and from the HSM, the proxy device, acting as an HSM host device provided log and event 
messages to the DB XL-SIEM system. To monitor and visualize abnormal activities, UoP provided a ñmaliciousò 
version of the proxy server software that altered collected messages before transmitting them. This generated 
alarm events on the receiver HSM device and these events were also collected by the XL-SIEM. The events are 
shown in the figure below. The IP addresses have been obfuscated for privacy reasons 

 

 

Figure 5. Reception of DB events due to UOP HSM. 

 

On the other hand, some alarms are obtained as well, as shown in the figure below. 

 

 

Figure 6. Reception of DB alarms due to UOP HSM 

 

Regarding EMPôs Secocard, EMP worked on setting up both the necessary hardware and firmware before visiting 
DB´s premises to carry out the deployment. To make sure that everything would work fine, Secocard had been 
tested in several Linux distributions, especially different Ubuntu versions, both using a Graphical User Interface 
(GUI) and without it. Since Secocard would be expected to operate as a smart card reader; EMP communicated 
with DB to acquire certain necessary information, prepared the credit-sized smart cards and sent them to DB. 
These smart cards allow the login process to be executed with a card and a pin. In addition, to prepare a Linux 
machine to use a smart card several steps are necessary. These steps were collected in a script file which makes 
several changes to the operating system. In detail, the script downloads and installs several packages, changes 
files, adds new directories, etc. This script must have root privileges and the host must be connected to the 
Internet at least for the installation to take place. As soon as the script is executed the host will not need Internet 
access. The smart card reader needs standard USB 2.0 (and preferably 3.0) to be connected to the host. 
Additionally, a Wi-Fi connection with Internet access is needed for the smart card reader to be connected. The 
smart card retrieves the time from a time server and uses Wi-Fi to communicate with the XL-SIEM.   

Initially, Secocard was planned to be deployed in an already existing Ubuntu 16.04 Virtual machine where the 
AEGIS agent had already been installed. Although normally it does not make much sense to deploy a smartcard 
solution in a virtual machine, in this special case the Secocard could be used to protect access to AEGIS agent. 
This was a solution with minimum overhead for both DB and EMP, since DB had already setup this VM and EMP 
had tested extensively the solution in Ubuntu. However, during the actual deployment it was decided to use a 
dedicated machine to deploy the Secocard solution mainly due to implications with the USB controller of the host 
operating system on which the virtual machine was executing. 

The deployment of the Secocard demanded to be physically present on premises. Thus, an on-site session was 
arranged with this objective and the deployment was carried out successfully. In the figure below some events 
sent by Secocard are shown. 
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Figure 7. Reception of DB events due to Secocard 

 

WOS DoSSensing deployment to this pilot site has been conducted by WOS staff accordingly to the installation 
manual provided to the infrastructure owners. The connectivity from the DoSSensing to the analysis system is 
done through a TCP connection through port 5555. For the CIPSEC pilots, the analysis system has been 
deployed on a Cloud provider, to facilitate the access from the different pilot sites. 

The message structure between the DoSSensing and the analysis systems is a JSON message including, 
amongst other informations, the type of jammer attack detected, the power of attack, and a timestamp, etc. The 
information received is parsed by the system and inserted to a database which is further analyzed by a refinement 
algorithm to improve jammer attack detection. Finally, when the algorithm has detected the attack, it is reported 
to the XL-SIEM through a JSON message which is inserted to the general syslog. 

For simplicity of the solution, a web interface is also provided to monitor the jammer attacks received. The 
interface allows us to monitor in real-time the different jammer attacks (Continuous wave, LFM, Pulsed, 
Wideband) captured by the DoSSensing. 
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Figure 8. Front-end of the DoSSensing service 

 

The web interface also allows to consult the historical jammer attack events, allowing the tracking of such events 
in the infrastructure which is protected. 

 

 

Figure 9. Front-end of DoSSensing listing previous jammer attacks 

 

To check the correct communication with WOS DoSSensing, a series of pulsed attacks was carried out. In the 
figure below the log received can be seen. 
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Figure 10. Log received from WOS DoSSensing due to a pulsed attack on DB pilot 

The events are reported on the XL-SIEM, confirming that the communication works correctly. 

 

 

 

Figure 11. Reception of DB events from WOS DoSSensing 

  

 

By clicking on the event detail, it can be seen that the field ñuserdata1ò has an integer value (6 in the specific 
case shown below). These integer numbers identify the pilot from which the event comes. 
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Figure 12. Detail of DoSSensing event at DB 

 

To properly configure the Netflow agents on AEGIS VM deployed on DB infrastructure, the connected network 
interface mirrors all the traffic in the network and therefore all communications between network elements can 
be monitored as described earlier. After setting up the communication, the Netflow agent listening to the network 
traffic was tested and log entries from the communication between the components were generated. One 
example is seen in the following figure: 

 

 

 

Figure 13. Log entry generated by the Netflow agent 

 

The logs show aggregated information about network related CIPIs which are generated by the netflow agent 
and are also sent to the CyberAgent running at the ATOS VM in DB premises. The figure below shows events 
received by the CyberAgent: 

 

 

 

Figure 14. Network monitoring events received by the CyberAgent 






















































































































